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CHAPTER 1

What Is Network Automation?

Drivers and Trends in Network Automation
Today’s computers, from modern mainframes and hyperconverged
infrastructure to smartphones and Internet of Things (IoT) devices,
would be almost useless without networks to connect them. Many
network components—from routers, switches, and access points to
the software that implements virtual private networks (VPNs) and
software-defined wide area network (SD-WAN) topologies—are
complex mechanisms that, at least from the user’s perspective,
should “just work” all the time, no matter how loads and user needs
change. Theoretically, the best possible performance of a network
may be obtained with a manually optimized configuration of all of
the network’s elements that takes into full account all the compo‐
nents, users, and application usage, along with changes in use of
each of these. While this would lead to a perfectly optimized net‐
work, working in this way would consume too much time, require
so much expertise, and likely still produce enough errors to cause
network downtime—after all, there is still room for human error.

Relying on manual network optimization becomes unsustainable in
the long run for every organization counting more than a few users
or devices under management. In all but the simplest and most sta‐
ble networks, almost every low-level, manual configuration or
maintenance of your network devices represents time and money
that could, and really should, be spent somewhere else.

1



The obvious solution to the problems presented by manual network
optimization is network automation, which can occur in several
areas. Throughout this report, we will explore these areas of auto‐
mation available to IT teams and discuss a path toward automating
various tasks that today are done manually. If we were to think
about each area of tasks that we can automate as distinct “buckets of
automation,” we could then measure to which degree we automate
each bucket. It is important to recognize that some organizations
will never need to go to the maximum degree, or maximum automa‐
tion, in each area. Other organizations may find that different
departments or different network segments may experience differ‐
ent degrees of automation as time goes on.

To try to define the degree of automation, let’s look at a quick exam‐
ple: a user needing VPN access to a new network for a specific
project. We can first look at the simplest and oldest type of automa‐
tion: minimizing the amount of typing required to add a user to the
VPN by replacing typing in a command-line interface (CLI) with
single clicks in a graphical interface (Figure 1-1). Although some
manual work is still required to perform this routine task, the task
has become much simpler and, in a sense, some of the work has
been automated. The next step is automating the task initiation.
Rather than requiring a person from the IT team to click in a graph‐
ical interface, the action is initiated automatically based on certain
conditions or actions. To a certain extent, this is the “outsourcing” of
some operations. In our example of a user needing VPN access for a
new project, the user could access a self-serve portal to initiate creat‐
ing the new VPN directly from their device, rather than submit a
ticket to IT and wait for the IT team to complete those few clicks in
the graphical interface. In this example, automation nirvana, or the
ultimate degree of automation, is where the VPN is automatically
configured, enabled, and connected with no human intervention.
This could occur as a “just-in-time” provisioning as the user
attempts to access the VPN they need to use. In this example, we’ve
defined three degrees of automation, and although the number of
degrees and exact steps for automating this task will vary, we can see
that each degree takes one step toward a fully automated task.

Although our example looked at a user-initiated request, a parallel
trend has been to automate more of the manual maintenance tasks
that the staff in charge of configuring and maintaining a network
routinely complete. The natural evolution has been automatically
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executing some of the simplest operations that occur on a daily
basis, like resetting remote machines or reconfiguring some of their
parameters from a central dashboard.

Figure 1-1. The first step toward automation: the old-school CLI on the
left and the “new,” faster, easier-to-use (but still manually initiated)
GUI on the right.

In recent years, the arrival of cloud computing, either inside
company-owned data centers as private clouds or by external pro‐
viders in public clouds, has made it possible for many network staff
to provide not just single services but entire infrastructure and
software-defined networks on demand, in real time. This is accom‐
plished in two main ways. One is automation, which is sometimes
simply the integration of most of the underlying sequential opera‐
tions that previously happened manually. The second is through
outsourcing, as the automation capabilities provided through
software-defined networks increase the number and variety of oper‐
ations that are safe to outsource. The result is higher user satisfac‐
tion, much better utilization of the skills and time of network staff,
and much less risk.

Today, the digital transformation that is continuously taking place
across businesses of all sizes increases the pressure on networks in
ways that call not just for even more automation but also for deep
changes in its nature. Some of the main factors that contribute to
this trend are the accelerated adoption of ecommerce, video confer‐
encing, and remote work in general. Some organizations may add
thousands of devices to their networks in a very short time by
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adopting IoT technologies, for tracking company fleets or move‐
ment of goods through their supply chains, for example.

All of these changes are opportunities for business transformation,
which are discussed in more detail in Chapter 2, and make networks
much more complex and dynamic, introducing problems and needs
almost unheard of before. Even when they are not huge in size,
today’s networks can quickly become so heterogeneous and so vari‐
able in their loads and conditions of use as to resemble some sort of
unknowable black holes: places, that is, where it is extremely hard to
know what the main problems really are, or even to just detect that
there are problems!

These facts shine the light on two areas of network management
that are relevant to the question of network automation. One is to
make visible what was hidden via much better automated discovery
and data analysis so as to make it easier to see which actions or deci‐
sions should be taken. The other is to perform at least some of those
actions. At the furthest degree of automation, this means to make
networks self-healing, or able to reconfigure themselves, when faults
happen, new subnetworks are added, or usage conditions change.

This short overview shows how network automation makes any
organization with a network (which, if we’re being honest, is every
organization these days!) much more efficient. It is now time to
examine the main areas in which this automation should happen
inside a network, one at a time.

Network Design
Network automation starts with the design of a network. A good
network is, first of all, one whose composition, topology, and config‐
uration (its design) are always completely known. To achieve this
goal, we may think that we need to automate the design of a new
network itself. But it can also start with automating the representa‐
tion of an already existing one through automated network docu‐
mentation. With new networks, design automation gives the
network designers the responsibility to describe the desired results,
such as how many network segments they want, how they are con‐
nected, what their connection with the internet is, and how they are
protected (for example, allowing only email or web access), as well
as the minimum bandwidth to reserve for video conferencing
services and so on. With such information, the automation system
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could then take care of all the low-level details—for example, map
out how many switches or routers should be deployed and describe
how to connect and configure them. For existing networks, design
automation would entail certifying or auditing their actual topology
and producing a similar map by probing all the devices active on the
network to extract their configuration parameters and infer from
them topology and other information.

When a network’s entire actual structure and composition are com‐
pletely known, every part of the network becomes easy to upgrade,
replace, or restore after faults, at the smallest overall cost. As obvi‐
ous as this thesis may seem, in the real world, “completely known” is
exactly where the problems start. System administration folklore
abounds with stories of ghost servers or switches, long forgotten in
some basement but still running and connected to the internet—
that is, equipment that hosts content that should not be there, runs
software that begs to be attacked, or, in the best possible case, wastes
bandwidth and electricity for no reason at all. Even when no ghost
devices are present, company reorganizations, acquisitions, or relo‐
cations to new facilities can cause unpleasant surprises, creating
designs like those depicted in Figure 1-2. In all such circumstances,
if the network’s inventories and maps do not match reality, adminis‐
trators will consume precious time just to be sure of what they
should do first.

In addition to not knowing of a device’s existence and its place
within the network, it can be equally easy to forget how some devi‐
ces are actually configured and why configuration choices were
made. When network requirements change and static legacy net‐
work device configurations remain in place, bandwidth bottlenecks
and other performance degradation (read: unnecessary costs and
unnecessary poor user experience) may remain hidden for years.
Moving content and services to the cloud, either public or private,
may increase the likelihood of such events.
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Figure 1-2. Patchwork versus planned design. In the patchwork design
at the top, as would be created through M&A or unplanned organic
growth, it’s a patchwork where users go all over the place to access the
services they need. However, in the planned design at the bottom, the
services are centralized and access paths are more clearly defined. It’s
not perfect, but it is much more well thought out.

This lack of visibility and inefficient network design should never
happen in a good network. The basic methods and approaches to
proper network design and visibility are well known, in principle,
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and are all based on open technologies. There are many ways to col‐
lect make, model, serial number, virtual local area networks
(VLANs) and IP addresses, address resolution protocol (ARP)
tables, and all other details for every device on the network. Stan‐
dard protocols and procedures, from wire tracing and port mapping
to Cisco Discovery Protocol (CDP) and Link Layer Discovery Pro‐
tocol (LLDP), can gather all the data that a technician needs to infer
and draw a full diagram of the whole network and understand the
entire network design. The point is, neither the collection of that
raw data nor its formatting and presentation should ever be done, or
kept current, manually. Doing so would surely cost more in staff
time, without any guarantee that errors would not be made, than
using solutions already tested in many other organizations. The
same is true, in almost all cases, for carefully crafted in-house cus‐
tom scripts and tools that invariably end up consuming much more
time in maintenance than originally expected.

Asset inventories and everything else that is necessary to have com‐
plete network visibility and control in real time should be a given,
not something that requires constant intervention or dedicated
manual efforts. Maps that can show the exact design of a network,
with detailed visibility into the location or switchport connections of
every device, should constantly update by themselves, as soon as the
network changes. Even higher-level operations—for example, parti‐
tioning a network in semi-independent zones that can be independ‐
ently managed or updated one at a time, without affecting all the
others—should happen with as little manual work as possible, fol‐
lowing consistent but automatic procedures.

Network Configuration: Policies
A perfectly mapped network is still an ugly place without rules on
how to use it and adapt it to its users’ needs that are easy to set and
follow without ambiguities by all interested parties. The most com‐
mon but by no means the only examples of such rules and proce‐
dures are those used to define bandwidth caps, access-control lists
(ACLs), user quotas, password policies, and firewall rules. As we
think about automating these rules and procedures, we can think
about automation both in terms of policy definition and policy
enforcement. Automating policy enforcement is exactly what net‐
work devices like firewalls are designed for, so when we speak of
automating network policy, it is very much about the policy
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definition or configuration. When putting together the description
and enforcement of exactly how users must or can use assets, it’s
important that those tasks be automated to consume as little IT staff
time as possible. Besides reducing the daily load on network admin‐
istrators, this automation of policy definition brings two other big
advantages: consistency and (self) documentation. To expand on
these, if policy definition has been automated, all policies will follow
the same format and structure and will look consistent to the read‐
ers of your network design and documentation. Along with this, the
documentation of policy configuration and changes can be automa‐
ted at the time of policy creation, so your network documentation is
always up to date.

Network Configuration: Provisioning
Clear, concretely enforceable rules on how to use the network are of
little use if the network itself, or the services it makes accessible, are
hard to change. With infrastructure as a service (IaaS), distributed
teams, and work-from-anywhere becoming increasingly common, it
becomes necessary to provide applications, services, and general
connectivity to any combination of local and remote hardware and
virtual platforms. To understand when, how, and why this provi‐
sioning could happen in practice, it is easiest to consider a software
development application: let’s consider the developers of some real-
time collaboration software that need to reproduce a reported bug.
In such a situation, those developers would work much better if they
could reproduce the issue exactly as the client sees it, in the exact
same network where the bug was first noticed, and at minimum
cost. They would need a virtual network to play in, maybe for just a
few hours or days, but with virtual switches, virtual firewalls, and so
on that both reproduce the desired conditions and keep that area
completely isolated from the rest of the network. Other examples
may be a company that needs to set up a product demo at a confer‐
ence or a university that must run final exams in a temporary but
tightly controlled network to avoid cheating. Both would have very
similar needs and would benefit from streamlined, automated
provisioning.

These are just a few examples of why, to keep up with the pace of
business, adding users, LANs, VPNs, virtual switches or firewalls,
and more must be possible in real time, in ways that are transparent
to end users and, to some extent, also to the network staff. In a fully
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automated workflow, for every situation like those just described,
the users should ideally be able to describe what they need to do and
under which high-level conditions without having to configure
intricate technical details manually. For example, “emulate a running
website with up to a hundred simultaneous users, each with at least
upstream X bandwidth, but isolated from the real internet” is a
description of a high-level network to provision, without the need to
include all the details. In other words, as far as provisioning is con‐
cerned, network automation must make it possible to perform and
coordinate all these tasks always in the same way, from the same
interface, regardless of where the interested software and physical
devices are, and by describing the desired outcome—that is, the final
status the network should be in—rather than which options should
be set to get there.

Life Cycle
Networks are most valuable when they are reliable, and a reliable
network depends on managing the full life cycle—from initial
deployment to end of life—of all of the underlying infrastructure
that keeps the network up and running. To start, the predictable,
regular updates of firmware and software are the simplest of several
life cycle issues to consider. Company acquisitions or opening new
remote offices are much more complex, but they are likely to hap‐
pen—in most cases, at least—with enough notice to allow proper
planning of how the network should be expanded or redesigned.

A number of less predictable updates occur throughout a device’s
life cycle as well. Take identified vulnerabilities and the subsequent
security patches as an example. This example is well positioned for
automation, as security advisories are released without notice and
often need near immediate reaction—little time to plan manual
activities. Let’s look at security patching as another example of a pro‐
gressive automation. As a first step, a properly automated network
should spot and report automatically every security advisory or soft‐
ware update that affects any of its devices as soon as it is announced.
This is an incremental process, as shown in Figure 1-3, as the matur‐
ity of the life cycle automation increases. Similar notifications and
reports should be issued for ordinary new releases of firmware or
software, indicating which specific devices should be updated but at
first leaving to the administrators the responsibility to push those
updates manually. As you increase the degree to which the security
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patching is automated, these manual updates become automated:
first by enabling the IT administrator to simply initiate the process
and confirm the result, and eventually without any human interven‐
tion or oversight at all. It must be stressed that all of this monitoring
should happen regularly, by itself: effective, real-world automation is
not a series of fire-and-forget actions but a self-sustaining, incre‐
mental process. Even nontechnical notifications, like approaching
expiration of support contracts or the mandatory phaseout of some
product, should be issued and reported by the network automation
system, in one place and one coherent format, to give full visibility
of what lies ahead. Ideally, network managers should always have
available, in any moment, the exact, complete answer to questions
like: if one of my devices fails, am I able to replace it with a similar
device, or are those devices no longer available for purchase? As far
as it is concerned, the network automation system should contribute
to the answer by being able to list, in addition to all the parameters
mentioned previously, the exact capabilities of each device.

Figure 1-3. An example of incremental progression toward automated
patching of network device security vulnerabilities.
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As an extension of life-cycle automation, there are continuous
changes to compliance requirements with new regulations for pri‐
vacy, data protection, employee safety, and financial transparency.
General Data Protection Regulation (GDPR), the Sarbanes–Oxley
(SOX) Act, and the Health Insurance Portability and Accountability
Act (HIPAA) are only three of the many regulations that put con‐
crete obligations on company networks in the United States, the
European Union, and beyond.

While we often think of these frameworks as putting obligations on
data, it is worth noting that these acts have an impact on networks
as well. They routinely mandate what a network must guarantee
(i.e., uptime) or prevent (i.e., reduce risk) and also how to present
the corresponding data about the network—for example, through
reports in the Information Technology Infrastructure Library (ITIL)
standard format.

All of these reports should not be prepared only when an audit is
coming. They should always be there, already ready for external or
internal audits, courtesy of the network automation services. The
same services should also continuously work to maintain compli‐
ance, refusing—or at least warning against—any change to the con‐
figuration of the network that would end compliance with some
regulation.
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CHAPTER 2

Laying the Groundwork for
Network Automation

Stakeholders in Network Automation
Any large or medium-sized organization is composed of many, usu‐
ally very different parts—manufacturing, software development, IT
support, network support, finance, logistics, training, sales, cus‐
tomer service, and so on—and each includes individual contributors
all the way up to senior management. Whatever the mission of the
organization is, the administrators of its network devote all their
energies to making things “just work,” in the safest and most effec‐
tive way possible, for each one of these groups and each individual
stakeholder. While the customers for a network admin are those end
users, to the end users the network must be invisible while ensuring
adequate access to every service they may need, at all times. This
includes reliable and consistent video conferencing, safe and secure
sharing of data with coworkers or clients, and uninterrupted access
to the business applications they need to perform their jobs. All of
these services are expected to “just work.” For managers, the tech‐
nology that enables their team, including the network, is just one of
many components that must support evolution and growth of the
business by enabling all their teams to cooperate in the most effi‐
cient and cost-effective way.

In the context of this report, there is one thing that all the compo‐
nents of this picture have in common, no matter how diverse they
are: they all take for granted that an invisible but solid network will
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help them do their jobs. In other words, all of the departments of an
organization are stakeholders in its network and therefore influence
how its automation should happen and should be managed.

The problem is that, besides different responsibilities, each of those
groups has very different skill sets and very diverse, sometimes con‐
trasting, ways of working and priorities. Even among the technical
teams, for example, network engineers may not understand software
development methodologies and the real-world requirements of
mission-critical operations like version control or continuous inte‐
gration. Software developers, in turn, may not always see all the nec‐
essary interdependencies between their own recurring deadlines and
the longer-term obligations coming from apparently separate reali‐
ties, like regulatory compliance, that are among the top concerns of
senior management. Technical professionals may also expect much
more freedom to configure and use their own devices than security
and compliance managers can accept. On the opposite side of the
spectrum, nontechnical employees and managers may not see and
appreciate all the complexities and hard constraints that make good
networks not just useful but also simple to use.

While it is important to identify all of the stakeholders in network
automation (which, as we can see, are many!), it is equally important
to manage collecting and prioritizing the input from all competing
stakeholders. The input from stakeholders will range from high-
level business requirements down to technical implementation
details, depending on the group the input is collected from, and it
must be properly weighted as you’re planning your network auto‐
mation journey.

The intent of collecting this information up front is to enable the
network team to plan a path toward automation that supports the
entire business, not just the plans for IT. Even if it may seem a bit
odd to ask finance or sales what their requirements are for an auto‐
mated network, having their input early in the process will reduce
the likelihood of surprises as network automation is implemented.

This brings us to two simple but crucial consequences. First, the
more diverse the organizational requirements are, the more impor‐
tant it is to involve all stakeholders in the planning of a path toward
network automation. Second, keeping so many diverse stakeholders
happy means that, in order to cope with all of their contrasting
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priorities, network automation must be simple to implement and
flexible to evolve along with organizational priorities.

Industry Adoption of Network Automation
Adoption of network automation has not been uniform across all
industries to date. In fact, at first glance it may seem that serious
network automation is only really necessary or easy to implement at
high-tech startups or for organizations that are born in the cloud or
whose networks either already migrated or are about to migrate
from company-owned hardware to a private or public cloud.
Indeed, running a network in the cloud makes it possible to auto‐
mate its management without significant investments in networking
hardware, which can be quite complex and expensive. These plat‐
forms were designed with automation in mind—with the APIs and
workflows required to make network automation easy. Besides,
working in the cloud leaves fewer things to automate. Instead of
dealing with potentially hundreds of hardware and software provid‐
ers of unique devices, commands, or programming interfaces, there
are fewer already well-defined ways of managing the network infra‐
structure, both in public clouds by major providers like Microsoft
Azure, Amazon Web Services (AWS), or Google Cloud Platform
(GCP) and in fully private ones. In every sector of the economy,
organizations can become leaders in network automation not
because they explicitly wanted to but simply as a consequence of
their move to increasingly convenient, and sometimes unavoidable,
cloud-based infrastructures and services. It is also true that automa‐
tion is much easier to adopt at high-tech startups, and it’s simultane‐
ously more necessary for them. These companies by definition have
early-adopter mindsets and no legacy equipment to worry about.
Besides, while they are small, they need to be ready to grow really
rapidly, without conspicuous investments up front.

This does not mean that network automation is only needed and
beneficial in those cases! Network automation can benefit organiza‐
tions of all types and all sizes to help improve efficiency, compliance,
security, and productivity. For any organization, especially those
with legacy on-premises networks, getting started would be more
complex, for obvious reasons. Almost always, actual hardware com‐
ponents inside company data centers and offices are much more
different from one another than their virtual or hardware counter‐
parts inside a cloud. However, even when it involves substantial
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investments in rewriting network management practices, there still
are many scenarios where it makes more sense to keep and properly
automate “legacy” networks than to leave them for any cloud. Some
companies may have hardware that still works perfectly and is a long
way from paying for itself or legacy, mission-critical applications
that cannot run on virtual machines. Others may, due to security or
data-protection constraints related to the specific nature of their
business, be bound to keep some of their files and applications
accessible only from inside their own premises. Even in those cases,
however, automation will make network management easier, more
reliable, and therefore more secure.

Inside or outside the cloud, the first, most obvious driver of network
automation is the increasing, ubiquitous digitization or automation
of every ordinary activity, from programming and manufacturing to
meetings, sales, and customer service. Besides, thanks to 5G mobile
networks and edge computing, even companies that have only one
actual office may begin to handle much more traffic from external
locations in the coming years than they do today. For some compa‐
nies, the data exchanged with all sorts of traditional mobile or fixed
terminals may become the smallest part of the total network load,
falling far behind the data coming from IoT devices deployed for
services like shipping, inventory management, or environmental
monitoring. As size, complexity, and entropy in networks increase
over time, there is an ever-increasing need for automation.

Automation’s potential to enable the predictive analysis of a network
will increase in the near future, thanks to increasingly common arti‐
ficial intelligence and machine learning techniques. This will make it
much easier to study how a network actually behaves under real-
world, highly variable loads in order to estimate where faults or dis‐
service are more likely to happen and what could be done to
improve overall performance while minimizing both costs and
human errors.

In the next few years, end users of modern networks will demand
more automation, albeit not explicitly, in several ways. One will be
the growing requests, if not happening already, to support work-
from-anywhere practices on any device. Standardization of personal
computing devices is no longer uniformly possible. Educational
institutions, retailers, coffee shops, and other providers of WiFi
access in more or less public spaces may be the most common sour‐
ces of this kind of demand but by no means the only ones. In
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general, any organization that relies on highly interactive online
services, from ecommerce to gaming to ehealth, would have to face
the same general challenge: the more diverse user devices can be, the
higher the need to automate everything related to how they should
or could interact with the network.

Even inside relatively stable groups of corporate users, both tele‐
commuters and truly mobile workers will become more common,
and mere connectivity to the company network will be only the first,
most basic thing that will need automation. On top of that, these
users will also need much more support for, to cite a few examples,
single sign-on, VPNs, and transparent but secure access to every
document or network-dependent service, regardless of where they
are.

Telecommuting, mobile work, and bring your own device (BYOD)
practices will also impose enforcement of more policies ensuring
that network resources are always used in the optimal way and never
abused. Regardless of how or from where their users will connect to
their network, its administrators will need to guarantee quality of
service to guarantee the user experience. In technical terms, these
are parameters like minimum bandwidth, maximum latency, and
mandatory encryption procedures. The same administrators will
need to make sure all their equipment gives the right priority to cer‐
tain applications (e.g., interactive points of sale or remote customer
service), while limiting or completely excluding others (e.g., music
streaming). In general, any network that for these reasons must fre‐
quently but securely update their firewall settings, VLAN topology,
VPNs, or any other part of its architecture will have to automate all
of the corresponding procedures completely.

Last but not least, it is not just the management but also the initial
installation and configuration of the network devices that should
support these services—and this may have to happen in the most
cost-effective way in order to increase capacity and efficiency for an
organization’s team of highly specialized network admins. There are
many firewalls, switches, WiFi access points, and similar products
that can fetch their full configurations from the network manage‐
ment console practically by themselves the first time they are pow‐
ered on. However, they are of little practical benefit if that network
is not capable of taking control, thanks to configuration templates,
interfaces, and other tools that allow the administrators to specify all
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of the relevant data without errors but with the smallest possible
effort.

Taken together, all the factors and industry trends introduced so far
are important enough to drive the global network automation mar‐
ket to be “worth USD 22.58 billion by 2027 while exhibiting a stellar
CAGR [compound annual growth rate] of 24.2% CAGR between
2020 and 2017,” which Marketwatch attributes to rising investment
in automated solutions in North America. A nonnegligible part of
this growth will be due to trends like hyperautomation, defined by
Gartner as “a business-driven, disciplined approach that organiza‐
tions use to rapidly identify, vet and automate as many business and
IT processes as possible [through] the orchestrated use of multiple
technologies, tools or platforms.” That doesn’t just include every
business process but integrates them. As a consequence, every orga‐
nization will soon require at least some degree of advanced network
automation, not just those with the most stringent needs for highly
scalable, dynamic, and remote management.

All of this means that automation, including network automation, is
on an ever-increasing path. Automating network functions will
become a requirement for businesses and the network admins that
manage their networks in order to stay competitive in their respec‐
tive markets. Whether your industry is at the forefront of network
automation or just starting to dip its toes into it, it’s coming, and the
time to start planning for your adoption of network automation is
now.
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CHAPTER 3

Assessing Organizational
Readiness for Network

Automation

The first two chapters of this report described how and why serious
network automation is not a challenge but a necessity for any
medium or large organization. Only companies with a network that
can quickly, automatically, and proactively adapt to new conditions
are always ready to seize new business opportunities or recover from
incidents. Before embarking on this network automation journey,
however, network administrators and their leadership teams need to
really know what they know about their network and possibly what
they do not know. This process of assessing organizational readiness
starts with a clear picture of the current state. Only then is it possible
to lay out the areas where a specific network can be automated,
along with the ways and times to do it that are optimal for that
network.

On a related note, it is worth pointing out that preparing for net‐
work automation can also expose the strengths and weaknesses of
an organization itself along with those of its network, which can
provide important insights on improving its way of working.

It is not uncommon for an organization to ignore or forget how and
why some of its own in-house tools were developed, how they
evolved over the years, and their implications for the future of its
network. To put together a simple but concrete example, consider
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the very common case of a script created years ago to monitor or
reconfigure remote network devices via Secure Shell (SSH). If that
code, as it often happens, had been expanded in many small but
hasty steps, possibly by different people at different points in time
who cut and pasted commands without enough attention to perfor‐
mance and robustness, then the current script may be launching 10
distinct SSH connections at every run, each performing just one sin‐
gle operation. Such a script would not just be much slower than one
that connects once, runs all of those 10 commands in one fell swoop,
and exits, but it would also be much more fragile. Any temporary
loss of connectivity during execution could corrupt the outcome of
the remaining commands, thus leaving the remote system in an
unknown state or not working at all. Not to mention that the docu‐
mentation of the actions performed by such scripts is probably only
known to one or two network admins—if known at all! Scripts like
that may be just one of several categories of “dark objects” that a
thorough assessment for network automation readiness should dis‐
cover and aim to fix.

Defining the Parameters for Success
How can IT managers define and recognize successful network
automation and measure how far they are from achieving it? A
single-sentence answer may be simply “peace of mind.” Ultimately,
network automation is what gives both managers and IT staff peace
of mind, confidence that they are not wasting precious resources,
and adequate preparation to face even serious network damages.
However, measuring peace of mind is too subjective, so in practice,
we must establish some basic quantitative parameters that define
and measure the success of a network automation program. Other
goals, like our peace-of-mind goal, are more qualitative in nature
and can vary greatly from one company to another or in different
moments in the life of the same company.

Let’s explore some quantitative measures. The first category includes
both “reactive” metrics, like mean time to repair, recovery, or resolu‐
tion (MTTR) from a software or hardware failure, and “proactive”
ones—that is, measurements of network uptime or of the time and
money it takes to, for example, make each type of addition or
change to the network (new firewalls, LANs, servers, and so on)
or to resolve end-user network issues. The number of network-
health parameters (e.g., the average load of every router) and the
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percentage of configuration options that can all be checked or set
through a single “network dashboard” are other useful indicators for
how far from successful automation an IT team is.

Specific measurements like these are the basis for measuring the
progress of automation in a network, but this only describes its
lower-level benefits. These lower-level quantitative measures will
lead to higher-level qualitative outcomes that can still be relatively
simple to define, if not to achieve. One example of a higher-level
qualitative outcome is the capability to detect and remediate equip‐
ment faults or performance issues before the users report them,
through proper traffic analysis tools.

One clear indicator of early success is knowing where all answers to
questions about the network are—that is, being sure not only that
your network automation system collects all the relevant data but
also that the data is stored and presented in coherent formats, ready
for fault analysis and performance optimization. Success at later
stages may include statements like “it is possible with just one click
or command at the prompt to make each device fall back to its pre‐
vious known good state” whenever a reconfiguration or software
update goes wrong for any reason. In general, automation is success‐
ful if it really minimizes two things: first, the number of events that
require manual intervention, like resets or reinstallation of devices
or services; and second, the number of nonstandard or different
ways to perform the same task. Configuring the password or routing
table of a router should always happen in the same way, even if a
company has, for whatever reason, many different models of rout‐
ers. If, in the main network administration console, it is necessary to
remember the make or model of a router to set its routing table, that
is a sure sign that there is room and need for more automation. Hav‐
ing instead, thanks to a successful implementation of network auto‐
mation, a single interface that always asks for the same parameters
regardless of what hardware it controls will:

• Reduce both the time needed to make changes and the proba‐
bility of errors

• Enable more people to perform a task that maybe only one per‐
son knew how to do before

• Add standardized checks and reporting capabilities to the work‐
flow, at little or no extra cost and effort
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The metrics and services described in the previous sections and in
Chapter 1 prepare network teams to face both predictable and
unpredictable events. As an example of being ready for predictable
events, consider hardware life cycle. Readiness is more than just
knowing some equipment will have to be phased out in one year but
also includes having reliable roadmaps and cost estimates for how to
actually refresh and replace the hardware well before that moment
comes. With unpredictable events, like the destruction of a server
room, automation makes it possible to have a reliable plan and a
complete set of cost and time estimates to restore the network some‐
where else.

More ambitious network automation results have less to do with
technology and more to do with people, company culture, and other
nontechnological factors, like regulatory constraints. One thing that
makes networks brittle, even when they are automated, is depending
on too few people to make that automation always work. Does the
network team include people who cannot afford to take days off
because if something happened during those days, nobody else
would be able to handle a fault with the same efficiency? If there are
such figures in a team, that is a very strong sign that network auto‐
mation is not being used as much as it should or that what has been
implemented is too complex. After all, one of the benefits of net‐
work automation is that it should enable network admins of varying
levels of experience to perform network functions.

In the long run, successful automation reduces the interruption of
services to the absolute minimum due to maintenance work or pro‐
visioning requests and makes these tasks as efficient as possible for
the staff. This could mean offloading requests completely, like giving
internal clients a web interface from which the system can handle
tasks like provisioning a virtual machine or a file server. The general
goal should be to reach a point at which all minor changes to net‐
work configuration can happen automatically, during production
hours, and without interrupting services. This, in turn, would make
automation proactive. These days, very few organizations think they
want, or could handle, automated fault responses. But an automatic
return to safe conditions after faulty operations, such as the self-
healing networks mentioned in Chapter 1, is something that should
be seriously considered for inclusion in any long-term network
automation plan.
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Assessing the Current Level of Maturity
for Existing Processes
After deciding what your parameters for success will be, how those
parameters for success map to your own network, and in which
order they should be pursued, it is possible to evaluate how much
effort, and where to direct that effort, will be necessary to get there.
This assessment starts with understanding the state and maturity of
the existing processes.

A major obstacle to starting down this path may be company cul‐
ture, from both senior management, who may underestimate the
benefits of automation, and technicians. Even though technicians
may argue that the company network is too unique to be automated
or may not see the full benefits of automation, network automation
will ultimately improve the efficiency and effectiveness of available
resources. This will also allow the technical team to grow professio‐
nally and learn new technologies, enabling them to stay skilled-up in
network automation technologies and improving future career
prospects.

Ultimately, these objections will need to be overcome, so it is up to
the leaders of the IT organization to figure out the correct responses
to them. This comes from gathering the right industry trends, tying
the parameters to business outcomes, and establishing a positive
return on investment for any network automation program. In vir‐
tually all cases, the answer will favor automation.

The starting point for assessing current process maturity is to ask
questions about the current process, such as:

• What are all the processes that we have for network manage‐
ment, and are those processes documented?

• How many of our processes (provisioning, user management,
software upgrades, etc.) are already automated and in which
way?

• How often are there “exceptions” to the standard process? Are
these exceptions well known and well documented?

• Which processes have dependencies on other automated pro‐
cesses or on manual steps?
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• Can those processes that are already automated be further inte‐
grated with one another or inside future, more sophisticated
solutions?

• How many of the manually performed processes can be auto‐
mated and how?

A great start to assessing current processes is to build a table like the
one in Table 3-1 that includes details of all the known processes.

Table 3-1. A sample assessment of the maturity of existing processes

Process name Documented
(Y/N)

Location of
documentation

Process
“owner”

Process last
updated/
reviewed

Automated
(Y/N)

Rebooting a
switch

N N/A John N/A N

Adding a
firewall rule

Y <file> Annie Sept. 1, 2021 N

...

What you will likely find is that your existing processes may not be
as mature as you’d like. And when it comes to automating network
functions, you’ll want to automate solid, well-defined processes.
Running through this assessment is a critical part of your path
toward network automation. Keep in mind that when you get to the
stage of automating existing processes, they must have a few things
in common: they must be hardware and software independent and
future proof, and they must remain at least partially valid even if
new, different devices are added to the network or its usage changes
substantially.

Identifying Achievable Milestones
for Automation
Once the status of the network and the expectations about it are
known, it is finally time for planning and then implementing auto‐
mation with both short (e.g., three to six months), medium (12 to 24
months), and long-term well-defined milestones.

The actual number, content, and timing of all network automation
milestones may greatly vary, of course, depending on the initial sit‐
uation and the goals that were chosen. Organizations with just a few
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hundred employees, homogeneous hardware, and a good initial sit‐
uation may be able to do most of the work in less than one year.
Companies with a much larger workforce, heterogeneous equip‐
ment in multiple locations, or aims to deploy network automation as
just one part of a much larger reorganization would take much
longer. What is possible in both these extreme cases, however, is to
outline a succession of milestones that almost every organization
will have to go through, obviously at its own pace.

The following is by no means intended to be the ironclad timeline
toward network automation, but it is useful to depict the process
with an example. So, as an example, a company with a thousand
office workers, distributed over three separate locations in as many
cities, each with its own network administration team, may aim to:

• Make a complete inventory, choose a new network automation
platform, and test it in one of the locations (the one with the
most homogeneous local network or the smallest number of
employees or devices), starting with the automation of reporting
and simple, frequent operations inside the local network offices,
in six to nine months.

• Extend the same automation, according to the results and
guidelines emerged from the initial testing, to the other two
facilities while using the first one to test automation of telecom‐
muting, in the following six months (12–15 months total).

• Completely standardize all maintenance of the network, as well
as provisioning of new services, from just one central location,
in the following 12 to 24 months (24–39 months total).

No matter the timeline, the first steps of this journey should include
an inventory of all tools, including those installed but not used any‐
more, and a staff audit, to verify their skills and the need for training
or external support. In parallel, the staff should identify which oper‐
ations, services, or even departments would be the best candidates
for “quick wins”—that is, the places where the first visible improve‐
ments could be reached in a short time frame and with relatively lit‐
tle effort. Another outcome of these investigations could be defining
which departments may serve as test beds for the whole company in
each successive phase of automation.
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On the users’ side, their input will be necessary to understand
exactly what their major or most frequent complaints really are. Is
the network too slow or too unstable? Are all services affected or
only those with more stringent requirements (e.g., video conferenc‐
ing)? Are the problems constant, or do they happen only in certain
moments, such as when software developers start testing a new
release of a product? What changes and how when users
telecommute?

After this prestudy phase, network managers will have a complete
list of actions and deliverables and a detailed time schedule to follow
(see Figure 3-1). The exact content of that plan will vary enough
from one organization to another that it would not be possible to
investigate it in more detail in this report. Two metamilestones, or
higher goals, that should be present in every plan, however, are
worth mentioning.

Figure 3-1. Examples of actions and delivery timelines on the path
towards network automation. Note that the deliverables and timeline
in your organization will vary based on a number of factors.
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The simplest, less powerful automation is the one that proceeds
bottom-up, writing scripts for each simple task and attempting to
integrate them as time goes by. Automation becomes really useful,
sustainable, and scalable, however, when it always allows adminis‐
trators to work top-down, by describing the desired, high-level result
of some procedure (e.g., “create a VPN for these users with mini‐
mum guaranteed bandwidth equal to 10 MB/sec”), rather than spec‐
ifying how to configure specific firewalls or routers to achieve that
result.

Whatever the long-term goals of an organization are and whatever
the initial status of its network is, there is one long-term milestone
that should be seriously considered for inclusion in any network
automation strategy. This is the achievement, already mentioned
earlier in this chapter, of a level of automation that allows all minor
changes to happen during production hours, without interrupting
services, involving the network administrators only as controllers.
The goal should be to give internal clients a web interface to make
tasks like provisioning a virtual machine or a file server happen
automatically, without interruption of services but also without the
manual intervention of network administrators. From this perspec‐
tive, the network automation plan should include, at least as a
medium-term milestone, the virtualization of at least some services
on an internal cloud, if they already aren’t. This would make the
automatic provisioning of those services much easier, not just on the
company network but, above all, on public clouds, should the need
for such a move arise in the future.

Measuring Results of Network Automation
As with any other project, it is critical to stop and reflect on the suc‐
cess of any network automation program. As previously discussed,
it’s important to define the parameters for success because no plan
would be complete without concrete metrics that allow checking if
certain equally concrete goals have been reached or not. While your
specific parameters for success will be unique to your business, the
action of measuring those parameters will be universal. When it
comes to network automation, the things to compare against the
expected results may be divided into three categories.

The first category is about checking if, how, and how much what
was already working has improved. The basis for these kind of
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assessments are data about network uptime or, for example, how
much less time and money it takes on average, compared to 6 or 12
months before, to serve user requests, close a trouble report, or
update the firmware of all routers.

The second category includes reducing unplanned events, like a
decrease in the number of incident reports to reduce the amount
of unplanned overtime (and overnight!) hours among all the
administrators.

The third category is about preparedness for major negative or posi‐
tive events. These could be anything from actual disasters to dead‐
lines to comply with some new regulation, significant changes to
company structure, or business opportunities coming with very lit‐
tle notice. Measurable results in this category consist of reliable esti‐
mates and detailed answers to questions such as:

• How long would it take and at what cost to restore full network
functionality after certain major accidents (such as a server
physical crash, fire in the data center, etc.)?

• If we had an audit tomorrow, would we pass it?
• How many employees could start telecommuting right away, if

management decided so?
• How much time and money would we need to open a new

office in another town that is fully connected to the rest of the
network but manageable remotely?

• If we had to build from scratch the same network we have today,
how much time would it take to reconfigure every device
exactly as it is now?

Indeed, for some organizations, studying how to be prepared for
some of these events may be worth doing just as a thought exercise.

No matter how you choose to measure the results of your network
automation, ensure that the results are tied to measurable business
outcomes. This will enable the IT leadership team to properly quan‐
tify and communicate to the business all of your team’s hard work.
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CHAPTER 4

Planning Your Adoption of
Network Automation

If going from manual to automated network management is surely
good and worth the effort, the problem becomes selecting which
kinds of products and management platforms should be used to
achieve that goal. This is a problem that, paradoxically, has been
complicated by the very importance and usefulness of network auto‐
mation. Since the arrival of digital communication networks, so
many solutions to automate components of network management
have been developed, from monolithic platforms to full custom soft‐
ware to tiny shell scripts in many different languages, that it can be
really hard to choose which way to go or how to integrate separate
tools. Let’s then look at some practical considerations for teams who
are wanting to implement or improve their automation practices.

A single console that can be supported by automatic scripts but
lets the administrators issue any command that the network sup‐
ports while always presenting one coherent, interlined view of all
relevant data is an essential component of every network automa‐
tion solution. Over the past few years, this assumption has led to a
few “turnkey” graphical dashboards promising network automation.
Although the convenience of such user interfaces is without ques‐
tion, we all know the value of a platform goes well beyond its looks,
and looks alone do not guarantee that the platforms are all equally
efficient and sustainable in the long run. The potential problem is
not in the dashboard itself but in how the automation is imple‐
mented in the backend. If a network automation platform has
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(regardless of its license!) a monolithic architecture that is hard to
expand or customize, it may be unnecessarily difficult to “attach” it
to networks whose design principles were very different from those
imagined by the developers of that platform.

Similarly, there have been a number of networking technologies that
include an “all-or-nothing” platform requiring all network hardware
to be homogeneous and locked into a specific vendor. Although
these types of platforms have an appeal for some smaller, simplistic
networks, they will severely limit their own real-world efficiency in
the long run as the business grows, no matter how convenient and
easy they appear to be today—unless, of course, the users could be
confident that the network they have to manage with them will not
undergo any significant changes for years, which is rarely the case.

As we have seen, almost any modern network must continuously
evolve with its users. It must be always ready to support, for exam‐
ple, the addition of remote servers or entire offices, possibly with
very different hardware, usage patterns, and automation capabilities
than the existing ones. Accordingly, its automation-management
system should support both its own initial installation and future
events like these with minimal training of the existing network
teams and without hiring external professionals every time a major
change is needed.

The consequence is that, rather than monolithic platforms, it makes
more sense to select a solution stack that fully supports both these
expectations and the best practices summarized in the final part of
this section: a solution stack that is flexible, easy to understand, and
capable of providing an out-of-the-box experience from the first
moment for most of your already existing needs but is also ready to
grow and scale without restarting from scratch every time. It is
important to note that looking for network automation solutions of
this kind also makes it easier to trust them enough to get the most
out of their adoption, as distrust of network automation vendors has
been defined as “one of the primary reasons hampering the growth
of the [network automation] market” and, consequently, of all the
benefits automation can bring.
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Best Practices for Network Automation
Every network is different, but whatever network you have or want
to build, it is safe to say its automation must support the following
best practices, or capabilities, which summarize the previous parts
of this report:

Do things once
As obvious as it may seem, this bears repeating. As a very basic
but adequate example, the full configuration procedure of a
switch with one click or one command in a script is an activity
that ideally should be taught to the system just once, by creating
one template with sensible defaults that could then be applied to
any make and model of switch (including future ones!) by just
changing those default values when needed.

Choose solutions that adapt
Solutions should adapt to your existing network, budget, and
capabilities and the experience of your staff instead of demand‐
ing that you adapt to them.

Make the best of your staff skills, without ever overloading them
Network automation must do more than minimize the mere
number of total working hours required by the whole network
support staff. It must make it easier to distribute both workloads
and responsibilities among them, in the safest and most cost-
effective way, while increasing their skills. At the same time,
automation should give the peace of mind that comes from
knowing that there are no critical dependencies on any single
expert if some particular incident happens because the system
can help whoever happens to be on call during that moment to
do the right thing quickly. At the bare minimum, the automa‐
tion system should support instant fallback to the previous
working configuration of some device if some update did not
leave it in a working state or generated a fault.

Choose solutions that are self-documenting
Self-documenting solutions should save and present all the data
you need but not more. Diagrams or real-time animations are
great for quickly understanding and documenting what hap‐
pened in the network but cannot be the only resources of this
kind. Audit trails and log entries automatically documenting
what network changes are made, together with approval
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workflows with logged approval entries, are what enables an
automation platform to be self-documenting and fulfill both
industry best practices and some compliance requirements.

Finding Your Solution on the Open Source
Versus Proprietary Spectrum
Automation does not necessarily mean giving up control or ending
up locked into a monolithic platform that becomes more difficult or
expensive to maintain each year! The contrary is true, actually.
Automation means gaining and maintaining over time not just full
control of your network but also the freedom to change your auto‐
mation practices.

As true as it is, this definition needs careful consideration and fur‐
ther qualification, or its results might be a bit misleading. At first
glance, it may even give the impression that the best, if not the only,
“true way” to effective network automation goes through doing
everything in-house.

Instead, what really matters is to find and adopt solutions so good
that you do not want to abandon them but that still leave you free to
do so without unnecessary complications if you choose to, no matter
who provided the solutions.

At a lower, more pragmatic level, automation must also mask the
differences between equipment providers. The natural answer to
such a concern is to build a network based as much as possible on
open standards for network configuration and automation. This
guarantees that networking equipment from different vendors does
not expect different configuration commands to perform the same
function (such as opening a firewall port), as this would make things
unnecessarily difficult while increasing the probability of misconfi‐
gurations and network outages. Although many network vendors
strive to support open standards, not all do—so naturally, when
selecting a solution stack for automating network functions, you
need to ensure the solution is flexible enough to support proprietary
standards in the future.

A very important quality of open standards is that, if chosen prop‐
erly, they avoid reinventing the wheel. Open standards often have
community support that drives development of functions relevant to
your network as well, so you don’t have to write scripts and code
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from scratch in-house every time. From this perspective, as a refer‐
ence for evaluating how open standards can and should help your
adoption of network automation, the rest of this section briefly
mentions some high-level general concepts that constitute founda‐
tions on which it is possible to build automation that is both easier
and free of lock-in. We’ll briefly explore network functions virtuali‐
zation (NFV), software-defined networks (SDNs), and the Open
Network Automation Platform (ONAP).

NFV is the decoupling of network functions from proprietary hard‐
ware appliances and running them as software in virtual machines
on whatever host platform may be most convenient. The specific
functions provided by an NFV environment are called virtual net‐
work functions (VNFs) and include, but are not limited to, firewalls,
traffic control, and virtual routing. Thanks to them, NFV brings
benefits similar to those of server virtualization: increased hardware
utilization and flexibility at lower costs.

SDNs can use NFVs, but they go a step further. They abstract the
control and management planes from the underlying hardware with
a software layer that can be managed through physical or virtual
controllers. Rather than simply making automation simpler and
cheaper, this separation enables things that would not be possible
otherwise, by making the networks both hardware agnostic and pro‐
grammable—that is, capable of being partitioned with great preci‐
sion with a few simple commands from either a script or a graphical
console.

These concepts are enshrined in open standards under ONAP. This
platform, under the governance of the Linux Foundation, enables
VNFs and other network functions and services to be interoperable
in an automated, policy-driven, real-time environment. This pro‐
vides everyone (as ONAP is fully open sourced and the code is free
for everyone to see and consume) the ability to fully create, design,
and deploy for automated network services.

Conclusion
Open standards can play a crucial role in your path toward network
automation. When exploring the market for vendors to assist you,
look for vendors that have embraced those standards, together with
the other concepts and best practices described in this report, as
opposed to reinventing the wheel in proprietary solutions. Network
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automation is still a relatively new and evolving field, so while there
may not be an out-of-the-box solution that perfectly matches your
network today, vendors that align with these concepts will converge
on a solution that works for your business as the network automa‐
tion market matures.

Align with network automation platforms and vendors that allow
you to focus on your goals without wasting countless hours in low-
value, low-level, and error-prone operations. Remember, network
automation is an ongoing process. Therefore, whatever the structure
of your network and your expectations about it are, it’s important to
keep some key considerations in mind:

• Identify where you’re at in your automation journey, and part‐
ner with solution providers that will support you at every stage
along your journey toward a fully automated network.

• Make sure that you can always really count on reliable, afforda‐
ble support (either inside or outside your organization).

• Put together a realistic plan to get you to a more “automated”
state, and stick to your plan.

• Execute the plan, setting concrete milestones and ensuring that
you pause to measure progress against your success parameters.

• Continuously evaluate the network automation market, watch‐
ing for changes and new developments in this evolving field that
can help you on your journey.

At this level, perhaps the only guideline that is always valid is that
incorporating open standards and automation will nearly always
benefit your business.
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